
at very negative potentials, the lock-open currents were normalized to the current level in
the control case for comparison. To estimate the K1/2 of the blockers, the amount of block
was estimated by isochronal comparison of the scaled traces.

In the single-channel recordings, the leak current and capacitative transients were
subtracted with an idealized fit to a blank trace. Traces were filtered at 1 kHz, sampled at
2 kHz.

The rates of recovery of Shaker V474C from block by Cd2þ by DMPS were measured as
the single exponential fit of the current as a function of the cumulative exposure at the test
voltage. The test pulses were adjusted in length so that the time constant of recovery
would be equal to at least two pulse durations. These single exponential rates were
plotted versus voltage. Because of the large variation in the g-V midpoint for each
experiment, the voltage of the recovery was corrected for the g-V midpoint of the
individual experiment13: V corrected ¼ V þ (V mid 2 Vmid). The average Boltzmann fit of
the g-Vs is plotted.
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De novo engineering of gene circuits inside cells is extremely
difficult1–9, and efforts to realize predictable and robust perform-
ance must deal with noise in gene expression and variation in
phenotypes between cells10–12. Here we demonstrate that by coup-
ling gene expression to cell survival and death using cell–cell
communication, we can programme the dynamics of a population
despite variability in the behaviour of individual cells. Specifically,
we have built and characterized a ‘population control’ circuit that
autonomously regulates the density of an Escherichia coli popu-
lation. The cell density is broadcasted and detected by elements
from a bacterial quorum-sensing system13,14, which in turn regu-
late the death rate. As predicted by a simple mathematical model,
the circuit can set a stable steady state in terms of cell density and
gene expression that is easily tunable by varying the stability of
the cell–cell communication signal. This circuit incorporates a
mechanism for programmed death in response to changes in the
environment, and allows us to probe the design principles of its
more complex natural counterparts.

Our circuit (Fig. 1a) programmes a bacterial population to
maintain a cell density that is lower than the limits imposed by the
environment (for example, by nutrient supply). The LuxI protein of
the well-characterized LuxI/LuxR system from the marine bacterium
Vibrio fischeri13,14 synthesizes a small, diffusible acyl-homoserine
lactone (AHL) signalling molecule. The AHL accumulates in the
experimental medium and inside the cells as the cell density increases.
At sufficiently high concentrations, it binds and activates the LuxR
transcriptional regulator, which in turn induces the expression of a
killer gene (E) under the control of a luxI promoter (pluxI)

15.
Sufficiently high levels of the killer protein cause cell death.

We implemented the circuit using a two-plasmid system (Fig. 1b),
where pLuxRI2 expresses LuxI and LuxR upon induction by
isopropyl-b-D-thiogalactopyranoside (IPTG), and pluxCcdB3
responds to activated LuxR (at sufficiently high cell density) and
causes cell death. The lacZa–ccdB killer gene codes for a fusion
protein of LacZa and CcdB. The LacZa portion of the fusion
protein retains the ability to complement LacZDM15 in appropriate
cell strains (for example, Top10F

0
cells), allowing the measurement

of fusion protein levels using a LacZ assay (see Methods). The CcdB
portion retains the toxicity of native CcdB, which kills susceptible
cells by poisoning the DNA gyrase complex16.

A simple mathematical model predicted that the system would
reach a stable cell density for all realistic parameter values (see
Methods), although it might go through damped oscillations while
approaching the steady state. Experiments confirmed our predic-
tions. Figure 2a shows the growth of Top10F 0 cells containing the
population-control circuit at pH 7.0. As anticipated, the uninduced
culture (circuit OFF) grew exponentially and reached the stationary
phase upon nutrient exhaustion. The induced culture (circuit ON)
grew almost identically, until its density reached a threshold (at 7 h).
It then deviated sharply from the OFF culture and briefly went
through a damped oscillation (between 7 h and 24 h) of at least one
cycle before reaching a steady-state density about ten times lower
than that of the OFF culture. The measured peak density (at 10 h)
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was twofold higher than the measured floor (12.5 h), a difference
significantly greater than measurement variations. The steady state
was maintained for more than 30 h: the variation in cell density
between 28 h and 62 h was ,5%, which was smaller than typical
measurement variations of individual data points. The transient
dynamics of circuit-ON growth was captured well in simulation,
where the AHL degradation rate constant (dA) was adjusted for the
simulation to match the experiment in the steady-state circuit-ON
cell density. Intracellular levels of LacZa–CcdB for the ON culture,
measured in terms of LacZ activity, reached a steady state after an
overshoot (Fig. 2b), again predicted by the simulation. The basal
level of LacZa–CcdB expression in the OFF culture was negligible
for all time points.

The growth curves and the LacZa–CcdB time courses illustrate
the tight yet dynamic coupling between population dynamics and
intracellular expression of the LacZa–CcdB killer protein. A level of
the killer protein lower than steady state allows the population to
grow; conversely, its excessive production decreases cell density.
After some delay, the decline in cell density leads to a decrease in
AHL concentration, which in turn leads to reduced levels of the
killer protein, allowing the population to recover. Continuous
production and degradation (or death) of each circuit component
are essential for the observed homeostasis, and they are closely
coupled. Any perturbation that decouples or overrides these pro-
cesses will disrupt circuit function. For example, a circuit without
luxI (thus lacking a communication link) could not control growth
(data not shown). Also, we observed that 200 nM exogenous AHL,
which was not toxic to cells without the circuit or with the circuit
OFF, completely prevented growth with the circuit ON (data not
shown). This is expected, because a high level of AHL would activate
LuxR and lead to overproduction of the killer protein. This
observation also confirms that the killer protein production rate
was limited by AHL synthesis in circuit-ON growth, a key assump-
tion in our mathematical model.

Circuit function could also be delicately manipulated in a
predictable fashion. Our model predicted that the steady-state
cell density would increase nearly proportionally with the AHL
degradation rate constant (see Methods). Thus, AHL serves as an
external ‘dial’ to operate the circuit: AHL degradation affects cell–
cell communication, and rapid AHL breakdown can disrupt it
completely. Degradation of AHL is facilitated by hydrolytic
enzymes17,18 or by increasing the medium pH19. Confirming the
model prediction, a moderate increase in the medium pH (6.2 to

7.8) significantly increased (,fourfold) steady-state cell densities of
the ON cultures, but caused only minor changes in those of the OFF
cultures (Fig. 3a–e, Table 1). For each pH value, circuit-ON
populations reached a steady state after 28 h, and the variation in
cell density afterwards was smaller than typical measurement
variations. Similar to the pH 7.0 case, the ON cultures grew almost
identically to the OFF cultures at low cell density, but deviated from
the latter at high density. Again, simulations captured the experi-
mental behaviour (Fig. 3a–d), with adjustment only of the AHL
degradation rate constant (Table 1).

Our model predicted that, unlike cell density, intracellular levels
of the killer protein would remain roughly constant as pH varied. At
steady state, Es ¼ k=d ð12Ns=NmÞ< k=d; the ratio of the growth
and killing rate constants (assuming that the circuit-ON cell density
is far below the carrying capacity; that is, Ns /Nm ,, 1). Thus if pH
did not significantly affect the growth or killing rate constants, the
killer protein would reach a concentration of k/d, independently of
pH. Experimental results showed that LacZa–CcdB for different
pHs reached similar levels after about 28 h (Fig. 3f–i, Table 1).
Nevertheless, the pH changes affected other measured parameters,
including k, Nm and more notably Ns (Table 1). To account for the
effects of these changes on killer protein expression, we normalized
LacZ activity with respect to k(1 2 Ns /Nm). According to the
model, the normalized LacZ activity should remain constant if
pH does not affect the killing rate constant (because E s /(k(1 2 Ns /
Nm)) ¼ 1/d). Supporting the prediction, normalized LacZ activities
were nearly identical for different pHs (Fig. 3j). Except for pH 8.05,
these values were statistically indistinguishable (P ¼ 0.26). The
slightly, but significantly, higher (P ¼ 8.6 £ 1024) normalized
LacZ activity at pH 8.05 suggests that the killer protein was less
toxic (smaller d).

Construction of de novo gene circuits can be used to decode
‘design principles’ of biological systems20–22. Studies have demon-
strated the feasibility of building gene circuits that lead to stable1, bi-
stable2–4 or oscillatory3,5 gene expression, act as a digital logic
inverter6,7 or a metabolic controller8, or provide better-regulated
gene expression systems9. They have also revealed major hurdles to
achieving reliable circuit behaviour, such as noise in cellular
processes and cell-to-cell variation10–12. Here we addressed these
issues by using cell–cell communication to coordinate behaviour
across the population. By coupling gene expression with population
dynamics, cell–cell communication integrates the entire population
as an essential component of the population-control circuit. This

Figure 1 A population-control circuit programmes population dynamics by broadcasting,

sensing and regulating the cell density using cell–cell communication and negative

feedback. a, Schematic diagram of the circuit. E is a ‘killer’ gene. I, R and R* represent

LuxI, LuxR and active LuxR, respectively. Filled circles represent AHL. b, Experimental

implementation with two plasmids, pLuxRI2 and pluxCcdB3. luxI and luxR are under the

control of a synthetic promoter plac/ara-1
32, and the killer gene (lacZa–ccdB) is under the

control of pluxI
15. T0 and T1 are transcription terminators. See text for details.

Figure 2 Experimentally measured growth curves (a) and corresponding levels of

LacZa–CcdB (b) of Top10F
0

cells with the population-control circuit OFF (filled squares)

and ON (open squares) for pH 7.0. Model predictions are shown in solid (ON) and dotted

(OFF) lines, except for the OFF case of LacZ activity, where the killer protein concentration

is always zero in the model. The simulated LacZ activity is obtained by multiplying the

simulated killer protein concentration (in nM) by a constant factor so that the experiment

and simulation are at the same scale. Insets show the growth curves and the LacZ activity

in linear scale for the ON case. The similar growth of two cultures at low cell density is an

intrinsic feature of the circuit and is not caused by a lag in circuit activation. When the ON

culture at steady state was diluted into fresh medium with and without the inducer, the

resulting cultures again grew similarly at low density but deviated at high density.
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coupling enables the circuit to function reliably at the population
level by exploiting cell heterogeneity in terms of their size, age,
plasmid copy number, gene expression and response to the killer
protein. Such phenotypic variations, which interfere with the
functioning of circuits lacking a communication mechanism, are
actually required for the population-control circuit to work. The

outcome of circuit function is binary for any given cell: it lives or
dies (judged by the ability to form a colony). If all cells had the same
phenotype, the circuit would fail to achieve a stable cell density
because the population would become extinct once the killer
protein concentration reached a critical threshold. And because of
the coupling, the circuit can function only at the population level.
This is supported by experimental data: under each set of con-
ditions, growth of the circuit-ON culture only deviated from that of
the OFF culture when cell density was sufficiently high (Figs 2 and
3). If the circuit had functioned inside each cell autonomously,
growth of the two cultures would have deviated from the beginning.

Similar to multicellular organisms, bacteria possess sophisticated
suicide machinery that is triggered by stress and starvation or by
‘addiction modules’ during post-segregational killing16,23,24. Natural
systems, such as the signalling network that dictates the lysis of a
subpopulation of Streptococcus pneumoniae at high cell density,
employ a mechanism similar to our circuit of regulated killing
coordinated by quorum sensing23,25. Owing to selection pressure,
mutants that escape regulation by the synthetic population-control
circuit usually arise 3 to 6 days after circuit activation (tested by
dilution into fresh medium; data not shown). Although there are no
direct measurements, escaping the regulation of natural systems is
probably much rarer. The greater genetic stability of natural systems
may be due to more sophisticated regulation or their coupling to
other physiological processes, or both. For example, cell lysis is an
essential stage of the development of natural transformation in
Streptococcus pneumoniae, where survivors assimilate DNA released
by lysed cells25. Thus, there may be a selection pressure favouring the
overall signalling network (with the lysis-regulation network as a
subset) responsible for this developmental process. Design concepts
such as these can be tested by introducing additional regulatory
modules into the population-control circuit or coupling the circuit
to functions that are beneficial to the cells.

The population-control circuit lays the foundation for using cell–
cell communication to programme interactions among bacterial
communities, allowing the concept of communication-regulated
growth and death to be extended to engineering synthetic ecosys-
tems. The rich repertoire of natural quorum-sensing modules13,14,
supplemented by engineered counterparts26,27, will facilitate con-
struction of multichannel feedback systems where population
densities are coupled to communications. A

Methods
Plasmids
Plasmid pLuxRI2 (ColE1 origin, chloramphenicolR) was constructed by inserting
polymerase chain reaction (PCR)-amplified luxI from pSND-128 into pLuxR2,
downstream of luxR. pLuxR2 was made in two steps: (1) pLuxR encoding LuxR under the
control of plac/ara-1 was constructed by inserting PCR-amplified luxR from pKE70529 into
pPROLar.A122 (BD Biosciences Clontech); (2) pLuxR2 was made by inserting a fragment
containing plac/ara-1–luxR from restriction-digested pLuxR into pPROTet.E133 (BD
Biosciences Clontech). Plasmid pluxCcdB3 (p15A origin, kanamycinR) was constructed by
PCR-fusing lacZa–ccdB from pZErO-2 (Invitrogen) to pluxI from pluxGFPuv, and
inserting the fused DNA into pPROLar.A122. Plasmid pluxGFPuv contains pluxI cloned
from pKE55515. Both pLuxRI2 and pluxCcdB3 were confirmed by sequencing. Versions of
the circuit constructed using different combinations of replication origins, promoters and

Figure 3 Effects of pH on circuit behaviour. a–d, Cell growth with the circuit OFF (filled

symbols) and ON (open symbols). e, Dependence of Ns /(N m £ k ) on pH. f–i, Time

courses of LacZ activity with the circuit ON. j, Dependence of LacZ activity
k ð12Ns=Nm Þ

on pH. Panels

a–d have the same scale in both x and y axes, as do the panels (f–i). Simulated growth

curves (ON, solid line; OFF, dotted line) and killer protein time courses (ON, solid line) are

shown in a–d and f–i. The killer protein concentration for the OFF cases is always zero in

the model. Simulated LacZ activity in f–i is obtained by multiplying the simulated killer

protein concentration by a constant factor so that the experiment and simulation are at the

same scale in each panel. In e and j, steady-state pH values (Table 1) are used along the

x axes. In e, Ns is normalized with respect to N m and k to account for minor variations in

these variables (Table 1). The dependence of Ns /(Nm £ k ) on pH is nearly linear

(R 2 ¼ 0.98).

Table 1 Effects of pH on circuit parameters

Medium pH Steady-state
culture pH*

k† (h21) Nm per 109‡
(CFU ml21)

Ns per 107§
(CFU ml21)

dAk

(h21)
LacZ activity/107{

(fluorescence per (ml £ OD 600))
...................................................................................................................................................................................................................................................................................................................................................................

6.2 6.45 0.885 1.25 ^ 0.06 4.86 ^ 0.02 0.274 1.94 ^ 0.12
6.6 6.76 0.928 1.17 ^ 0.05 5.59 ^ 0.03 0.304 2.02 ^ 0.17
7.0 7.18 0.970 1.24 ^ 0.10 11.7 ^ 0.6 0.639 1.87 ^ 0.09
7.4 7.53 0.897 1.16 ^ 0.10 13.1 ^ 0.6 0.791 1.79 ^ 0.16
7.8 8.05 0.936 1.20 ^ 0.07 19.5 ^ 1.3 1.19 2.00 ^ 0.06
...................................................................................................................................................................................................................................................................................................................................................................

*Measured at about 50 h after growth initiation in ON cultures.
†Obtained by fitting the exponential phase of growth curves of OFF cultures.
‡Average of the stationary-phase cell density of OFF cultures between 28 h and 62 h.
§Average of the circuit-ON cell density between 28 h and 62 h.
kObtained by solving equation Ns ¼

NmdA dE k
Nm vAkE dþdA dE k with dA as the only unknown.

{Average of LacZ activity of ON cultures between 28 h and 62 h.
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CcdB variants with different lethality demonstrated similar phenotypes to those reported
here.

Strains, growth conditions and media
Unless otherwise stated, Top10F

0
cells (Invitrogen) were used throughout this study.

Standard LB medium was used for cell growth to probe qualitative behaviour. For
quantitative measurements, cells were grown in pH-buffered TBK medium (10 g tryptone
and 7 g KCl per litre buffered with 100 mM weak acids). Medium pH (measured with
Accumet pH Meter 925, Fischer Scientific) was adjusted by adding 5 M KOH. MOPS was
used to buffer pHs between 7 and 8, and PIPES was used for pHs between 6.2 and 6.8. The
buffered media were able to maintain pH well; variations in pH were ,0.3 and mostly
occurred within the first 24 h of growth. Plasmids were maintained with 100 mg ml21 of
chloramphenicol and 50 mg ml21 of kanamycin. One-millimolar IPTG was used to
activate the circuit.

To measure circuit function, 3 ml LB in a 12 ml culture tube was inoculated from a
single colony and incubated overnight at 30 8C and 250 r.p.m. When the culture reached an
optical density (OD) between 0.1 and 0.3 (measured at 600 nm with a Spectra MAX250
microplate reader, Molecular Devices), the overnight culture was diluted 1,000-fold into
50 ml of fresh, buffered TBK in 250 ml flasks supplemented with antibiotics and IPTG
when applicable. The flask cultures were incubated at 34 8C and 250 r.p.m. Antibiotics and
the inducer were replenished about 50 h after inoculation with an additional 50 mg ml21 of
chloramphenicol, 25 mg ml21 of kanamycin and 0.25 mM IPTG when applicable. Samples
were drawn at different time points to measure the number of viable cells by serial dilution
and plating (in triplicate), LacZ activity (see below) and OD.

LacZ assay
LacZa–CcdB levels were measured in triplicate using a FluoReporter LacZ/Galactosidase
Quantitation kit (Molecular Probes). To permeate cells, 5 ml of chloroform was added to
200 ml of culture, which was vortexed vigorously for 30 s. Then 10 ml cell lysate was added
to 100 ml of 1.1 mM 3-carboxyumbelliferyl-b-D-galactopyranoside (CUG) solution in
each well of a 96-well microplate. The reaction mixture was incubated at room
temperature for 30 min before fluorescence was measured (excitation, 390 nm; emission,
460 nm). Measured LacZ activity was corrected by subtracting the background
fluorescence, measured in control wells containing 100 ml of CUG solution but no cell
lysate. The corrected value was normalized to culture volume and OD 600 and expressed
in fluorescence per (ml £ OD 600). We observed that LacZa–CcdB caused cell death but
did not destroy dead cells. Thus both live and dead cells contributed to LacZ activity.
Normalizing the measured LacZ activity to total cell mass would thus give a good estimate
of the intracellular killer protein concentration.

Mathematical modelling
We model the major kinetic events dictating the circuit function, including cell growth and
death (equation (1)), and production and degradation of the killer protein (equation (2))
and the AHL signal (equation (3)). We assume that, (1) without the circuit, changes in
viable cell density (N, ml21) follow logistic kinetics with an intrinsic per capita growth rate
of k (h21) and a carrying capacity of Nm (ml21); (2) for circuit-regulated growth, the cell
death rate is proportional to the intracellular concentration of the killer protein (E, nM)
with a rate constant of d (nM21 h21); (3) the production rate of E is proportional to AHL
concentration (A, nM, assumed to be the same inside and outside the cells) with a rate
constant of k E (h21); (4) AHL production rate is proportional to N with a rate constant of
nA (nM ml h21); and (5) degradation of the killer protein and AHL follows first-order
kinetics with rate constants of d E (h21) and d A (h21).

dN

dt
¼ kNð12N=NmÞ2 dEN ð1Þ

dE

dt
¼ kEA2 dEE ð2Þ

dA

dt
¼ vAN 2 dAA ð3Þ

In experiments, N and Nm are measured as colony-forming units per ml (CFU ml21). The
production term (kEA) in equation (2) lumps several intermediate steps together:
activation of LuxR by AHL, binding of activated LuxR to pluxI, and expression of the killer
gene. It implies that the LuxR–AHL interaction is limited by the concentration of AHL,
which is valid for our system (see main text). Although active LuxR functions as a dimer,
we assume the cooperativity of AHL action to be 1, based on measurements for a closely
related quorum-sensing system30. Assuming a greater cooperativity does not significantly
affect model predictions. Equation (3) implies that the diffusion of AHL is fast compared
with other processes and that the production rate of AHL from each viable cell is the same
on average.

When N ,, N m, equation (1) reduces to dN
dt ¼ ðk2 dEÞN. Then the simplified model

will have two steady-state solutions: (Ns ¼ 0, E s ¼ 0, As ¼ 0) and ððNs ¼
dA dE k
vA kE d ;

Es ¼ k=d; As ¼
dE k
kE dÞ, where subscript ‘s’ represents steady state. Linear-stability analysis

shows that the trivial steady state is unstable for all positive parameters, and the non-trivial

steady state is stable if and only if d A þ d E . k. Because the effective degradation rate

constant of the killer protein inside the cell is at least its dilution rate constant caused by

cell growth, we have: d A þ d E . d E . k. Thus, the second steady state is stable for all

biologically feasible parameters.
The analytical solution of the non-trivial steady state for the full model (equation (1)–

equation (3)) can also be solved, in particular, Ns ¼
Nm dA dE k

Nm vA kE dþdA dE k. This equation was used
to deduce d A (Table 1). In simulations (carried out using Dynetica31), the following
parameters were kept at their base values: d ¼ 4 £ 1023 nM21 h21, kE ¼ 5 h21,

d E ¼ 2 h21, vA ¼ 4.8 £ 1027 nM ml h21. The others (k, N m and d A) were computed from
our experimental data (Table 1).
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